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ABSTRACT
Accurate network-wide traffic state estimation is vital to many
transportation operations and urban applications. However, exist-
ing methods often suffer from the scalability issue when performing
real-time inference at the city-level, or not robust enough under
limited data. Currently, GPS trajectory data from probe vehicles
has become a popular data source for many transportation applica-
tions. GPS trajectory data has large coverage area, which is ideal
for network-wide applications, but also has the disadvantage of
being sparse and highly heterogeneous among different time and
locations. In this study, we focus on developing a robust and inter-
pretable network-wide traffic state imputation framework using
partially observed traffic information. We introduce a new learning
strategy, called self-interested coalitional learning (SCL), which
forges cooperation between a main self-interested semi-supervised
learning task and a discriminator as a critic to facilitate main task
training while providing interpretability on the results. In our de-
tailed model, we use a temporal graph convolutional variational
autoencoder (TG-VAE) as the reconstructor, which models the com-
plex spatio-temporal pattern in data and solves the main traffic
state imputation task. A discriminator is introduced to output in-
terpretable imputation confidence on the estimated results and
also help to enhance the performance of the reconstructor. The
framework is evaluated using a large GPS trajectory dataset from
taxis in Jinan, China. Extensive experiments against the state-of-
the-art baselines demonstrate the effectiveness and robustness of
the proposed method for network-wide traffic state estimation.

CCS CONCEPTS
• Computing methodologies → Learning paradigms; • The-
ory of computation→ Semi-supervised learning.
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Spatio-temporal data, Missing value imputation, self-interested
coalition learning, temporal graph convolutional network
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1 INTRODUCTION
Traffic state estimation at urban road network-level plays a cen-
tral role in many transportation operations and applications. For
example, local transportation agencies use real-time traffic state
information for daily operation, such as traveler information pro-
vision, change timing configurations for certain traffic signals to
alleviate congestion, and close certain roads on emergency events.
Conventional traffic state information acquisition heavily relies on
various road-based sensors, such as loop detectors or traffic moni-
toring cameras. This requires installing a large number of sensors,
which is neither cost-effective nor practical for city-scale monitor-
ing. Thus these approaches are mainly applied to major roads or
limited-scale road networks. The recently emerged crowd-based
mobile sensing data, such as the trajectory data from GPS unit in-
stalled taxis or cellphones, provide a new alternative for collecting

(a) Vehicle trajectory points at 06:00 am in a small region of Jinan

(b) Vehicle trajectory points at 17:00 am in a small region of Jinan

Figure 1: Spatio-temporal heterogeneity in trajectory data
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and utilizing network-wide traffic state information. However, accu-
rately estimating network-wide traffic state from large-scale mobile
sensing data is still a difficult task involving many challenges:
• Data Sparsity. As probe vehicles such as taxis only account for
a small fraction of the total traffic, which induce a very sparse
and partially monitored the road network [29]. This situation
can be even worse during off-peak hours when the number of
probe vehicles in the road network is small.

• Complex spaio-temporal pattern. The traffic conditions of
the road network are strongly influenced by the rhythm of the city
as well as human urban activity and mobility patterns [15]. For
instance, congestion in rush hours and free-flow in off-peak hours.
These lead to highly heterogeneous spatio-temporal patterns in
the vehicle trajectory data (see Figure 1 as an example) and greatly
increase the difficulty of imputing unknown traffic states based
on the underlying dynamics from the partially observed data.

• Data unreliability. As the raw traffic states information, such
as road speeds, are obtained from sample vehicle trajectories.
Even the directly observed traffic states may not be reliable or
have high variance under the impact of drivers’ different driving
behaviors, sampling bias and data sparsity.

• Interpretability. Given the reliability and high variance issue
in the partially observed data, it is desired to have a model mak-
ing traffic state imputation together with certain level of inter-
pretability, such as estimation confidence of both the observed
and imputed data. Most of the existing models fully trust the in-
put data and lacks interpretability of the results [1, 21, 28, 30, 31],
which could lead to less robust transportation applications.

• Real-time inference. Real-world transportation applications
typically require updating traffic state information for large road
network as frequently as possible. It needs to have an efficient
and easy-to-deploy model to meet the real-time requirements.
To address the aforementioned challenges, we propose a new

Spatio-Temporal Self-interested Coalitional Learning framework
(ST-SCL) to solve the network-wide traffic state imputation problem
given partially observed data. In particular, we focus on robustly
imputing unknown road speeds while simultaneously providing
estimated confidence on both imputed and observed road speeds.

The self-interested coalitional learning (SCL) is a novel strategy
that enhances the performance of a semi-supervised learning task
by introducing an additional discriminator and forges cooperation
between these two tasks to boost their performance. In our problem,
we use a reconstructor to solve the main traffic state imputation
problem. An additional discriminator is learned as a critic to output
confidence values and judge whether data samples are reliable or
not with the help of extra information (i.e. reconstruction error)
provided by the reconstructor. The reconstructor also uses the
judgment from the discriminator to boost its own performance,
while being self-interested that tries to challenge the discriminator
by providing as little information as possible. SCL is different from
the ideas of multi-task learning [18] and adversarial learning [7].
In SCL, the two tasks are neither fully cooperative as in multi-
task learning, nor fully adversarial to each other as in adversarial
learning, but balance the benefit of cooperation and competition.

For the detailedmodeling for our traffic state imputation problem,
we construct a temporal graph convolutional variational autoen-
coder (TG-VAE) as the reconstructor to capture the spatio-temporal

dependency in the dynamic traffic state data and perform missing
state imputation. The discriminator uses a similar encoder struc-
ture as in the reconstructor with additional reconstruction errors
as input, and provides estimated confidence values of the data.

Our main contributions are summarized as follows:
• Wepropose the ST-SCL, a new framework that performs real-time
network-wide traffic state imputation with partially observed in-
put data, while providing interpretable confidence on the results.

• We develop a novel self-interested coalitional learning (SCL)
strategy that can boost the performance of a semi-supervised
learning task by forging cooperation with an extra discriminator
in a self-interested manner. SCL has three major advantages over
multi-task and adversarial learning: 1) It achieves superior per-
formance compared with the multi-task and adversarial learning
version of the problem in empirical experiments. 2) It naturally
provides the data confidence measures from the discriminator as
a byproduct of the learning process, which can offer additional
interpretability for the main task. 3) SCL is very easy to train in
contrast to the notable training difficulty in GAN.

• We design a highly customized reconstructor and discriminator
for the traffic state imputation problem, which captures both
the complex spatio-temporal traffic dynamics as well as the de-
pendency structure of the road network using sparse, noisy and
partially observed traffic state data.

• We conduct extensive experiments using a large real-world taxi
trajectory dataset. The results show that the proposed ST-SCL
consistently achieves superior imputation accuracy over all the
state-of-the-art baseline methods in different cases, with the addi-
tional capability of providing confidence measures on the results.
Experiments also show that ST-SCL is robust under different miss-
ing rates compared with its variants and baseline methods. These
demonstrate the effectiveness of the proposed ST-SCL framework
for the network-wide traffic state imputation problem.

2 PRELIMINARIES
Definition 2.1. Road adjacency graph.Tomodel the road-based

traffic states, we consider the road network as a graph G = {R,A},
where roads are considered as the nodes R in graph G , and A is the
adjacency matrix representing the connectivity between roads.

Definition 2.2. Trajectory. A trajectory is a sequence of spatio-
temporal points, denoted as tr =< p1,p2, · · · ,pn >, where each
point p = (x,y, t) consists of a location (x,y) (i.e., longitude and lat-
itude) at time t . Points in a trajectory are organized chronologically,
that is ∀i < j, pi .t < pj .t .

Definition 2.3. Partially observed traffic state data. We de-
note X as the traffic speed data extracted from vehicle trajectories
on the road networkG . Let xrt be the speed of road r ∈ R at time step
t , and we write the traffic speeds for all roads in R over the time pe-
riod [t0 : tn ] as a matrix Xt0:tn =

[
xrt0:tn |r ∈ R

]
. We similarly write

the number of trajectories on the roads as St0:tn =
[
srt0:tn |r ∈ R

]
, in

which srt is the trajectory support of road r at time step t . As the
trajectory data only sparsely cover the road network at a time step,
X is partially filled. For ease of later modeling process, we compute
the mean µr of the observed speeds during [t0 : tn ] for each road r ,
and fill the missing entries in X with µr adding a random noise.
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Figure 2: Overall framework

Definition 2.4. Observability Mask.We define a mask matrix
M , withMt0:tn =

[
mr
t0:tn |r ∈ R

]
denoting the observability of traffic

states over the time period [t0 : tn ]. We setmr
t = 1 if xrt is observed

(srt > 0), and mr
t = 0 if xrt is missing (srt = 0). For simplicity,

we also introduce sets O and U to denote the set of observed and
unobserved entries of X (i.e. xrt ∈ O ifmr

t = 1; xrt ∈ U otherwise).

Our goal is to reliably impute all the missing entries (initially
randomly filled) in road speeds data Xt0:tn by constructing a filled
matrix X̂t0:tn of a given road networkG and time interval [t0 : tn ],
while providing the imputation confidence Pt0:tn =

[
prt0:tn |r ∈ R

]
of

the results (equivalent to the reconstruction ofM for both observed
and imputed values). We denote our traffic state imputation task as
a mapping: F (X ,M) 7→ [X̂ , P].

3 OVERALL FRAMEWORK
In this section, we introduce the data processing process and an
overview for the spatio-temporal traffic state imputation modeling
process. Figure. 2 shows the overall framework of this paper.
Data processing. We use a hidden Markov model (HMM) based
map matching technique [26] to map the points of a trajectory
Tr =< tr1, tr2, · · · , trn > to a sequence of roads r1 → r2 → · · · →

rn given the road network. Based on the map-matched trajectories,
we calculate the distance and time elapse between consecutive
trajectory points, and compute their divided value as the speed
at each point. By aggregating all the speeds of trajectories on a
road r within a time step t , we obtain the real-time speed xrt of the
road. For overly large travel speeds (possibly belong to speeding
vehicles), we reset the speeds to the speed limit of the road.
Spatio-temporal imputation. Based on the extracted partially
observed speeds, we propose a self-interested coalitional learning
strategy that leverages a reconstructor to solve the traffic state
imputation task, and a discriminator to provide interpretable con-
fidence measures on the results. SCL forges cooperation through
information sharing between the reconstructor and discriminator
to boost their performance. We introduce a Temporal Graph Con-
volutional Variational Autoencoder (TG-VAE) as the reconstructor.
It extracts and utilizes the spatio-temporal embedding of data and
infers the missing road speeds by reconstructing the partially ob-
served data. A Mask Discriminative Network (MDN) is modeled
as the discriminator. It accepts additional information from the
reconstructor and provides confidence measures of the imputed
results by reconstructing the observability mask of the data.

4 SELF-INTERESTED COALITIONAL
LEARNING

Our traffic state imputation problem can be abstracted as simulta-
neously solving two tasks. The main task uses a reconstructor f
with generative capacity to impute complete data X̂ from partially
observed data X . The other task uses a discriminator d to provide
interpretable confidence measures P by reconstructing the original
observability mask M using information from both X and X̂ . As
the randomly filled unobserved entries in X may have different pat-
terns compared with normal data. One can expect larger difference
between X and the reconstructed X̂ at unobserved entries, which
provides clues for the discriminator d to judge their observability.
This design also allows the discriminator to detect unreliable ob-
served data (e.g. high variance road speeds caused by sampling
bias and data sparsity of vehicle trajectories), as they also possess
different patterns against normal data, which are more likely to be
considered as unobserved by the discriminator.

These two tasks can be formally formulate as follows:

A : f (X ) = X̂ , LA = lossA(X , X̂ )

B : d(X , X̂ ) = P, LB = lossB (P,M)
(1)

where Task A essentially can be any semi-supervised learning task
with X̂ being replaced to the target labels Ŷ predicted based on the
partially observed data X . lossA and lossB can be any loss functions
for semi-supervised and discriminative tasks. For example, the
commonly used mean square error (MSE) can be used in lossA for
data reconstruction, and binary cross entropy (BCE) loss can be
used in lossB for discriminating sample observability. In our traffic
state imputation problem, Task A is a data reconstruction task, and
we only compute the loss for the observed entries (xi ∈ O).

4.1 Conventional approaches
As the two tasks defined in Eq.1 need to be jointly solved, a straight-
forward approach is through a multi-task learning style multi-
objective optimization method to exploit the shared information
and underlying commonalities between the two tasks. This can be
achieved by minimizing the following combined loss:

min
f ,d

λ · lossA + (1 − λ) · lossB , λ ∈ (0, 1) (2)

However, there are two downsides for this treatment. First, the
reconstructor f and discriminator d solve different tasks. There
could be some potential contradictions of the two tasks in certain
settings, where jointly minimizing the augmented loss functionmay
impede both tasks from achieving the best performance. Second,
tuning the additional weight hyperparameter λ can be tricky.

Another approach is to use the adversarial learning such as GAN
[7], which makes the generator (in our case is the reconstructor)
and discriminator learn against each other, thus improves the per-
formance of both tasks. The optimization objective is

min
f

max
d

M ⊙ logd(X , f (X )) + (1 −M) ⊙ log(1 − d(X , f (X ))) (3)

where ⊙ is the Hadamard product. Under the adversarial learning
framework, lossA is not explicitly optimized. The training of the
main task f completely depends on the outputs of the discriminator
d , which results in potential loss of information. Moreover solving
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Figure 3: Illustration of the SCL strategy

the above minimax optimization problem is much harder compared
with directly minimizing lossA in a supervised learning fashion,
which causes GAN-style models notoriously hard to train.

4.2 An improved strategy: SCL
We propose a new learning scheme to solve the two tasks in Eq.1,
called self-interested coalitional learning (SCL). We modify the loss
of Task A LA as well as the inputs of Task B into following form:

A : f (X ) = X̂ , LA = lossA(X , X̂ ) + lossW (X , P)

B : d(X ,д(X , X̂ )) = P, LB = lossB (P,M).
(4)

As illustrated in Figure 3, in SCL, the two tasks are neither fully
cooperative as in multi-objective optimization, nor fully adversarial
to each other as in adversarial learning, but balance the benefit
of cooperation and competition. The reconstructor f uses the in-
formation from the discriminator d (output confidence measures
P ) to facilitate its learning by introducing an additional loss term
lossW (X , P). At the same time, the reconstructor f also provide
extra reconstruction error information to discriminator d encoded
in д(X , X̂ ). Both parties use information from each other to improve
their own task performance. Moreover, we consider the reconstruc-
tor f being self-interested that tries to challenge the discriminator
by providing as little information in д(X , X̂ ) as possible. This can be
considered as a coalitional game with one part being self-interested.
During the cooperative process, when reconstruction error д(X , X̂ )

no longer provides useful information for the judgment of the dis-
criminator d , then we may have reason to believe the reconstructor
f has achieved satisfactory data reconstruction performance.

In our traffic state imputation problem, we consider MSE and
BCE loss as lossA and lossB for the two tasks. We defined д(X , X̂ ) =

(X − X̂ )2, which is the element-wise squared error between input
X and reconstructed data X̂ . The derivative of d , hB is given as:

hB =
∂LB
∂d

= −
∑ [

M ⊘ d(X ,д(X , f (X ))) − (1 −M) ⊘ (1 − d(X , f (X ))
]

where ⊘ is the Hadamard division. We are interested to see how the
variation of f impacts the information provided inhB by calculating
its derivative:
∂hB
∂ f
=
∂hB
∂д

·
∂д

∂ f

= −
∑ [

M ⊘ d(X ,д(X , f (X ))) − (1 −M) ⊘ (1 − d(X , f (X ))
]

⊙ 2(X − f (X )) ⊙ ∇f (X )

= −
∑
xi ∈O

2
pi

(xi − x̂i ) · ∇f (xi ) +
∑
x j ∈U

2
1 − pj

(xi − x̂i ) · ∇f (x j )

(5)

For convenience, we write pi as the ith entry of d(X ,д(X , f (X )))

in the last line of Eq.5. Note that 2(X − f (X )) · ∇f (X ) is the gradient
of squared reconstruction error (X− f (X ))2 with respect to f , hence
the result of Eq.5 can be equivalently perceived as the gradient of a
new term Lf (X , P) (∂hB/∂ f = ∂Lf /∂ f ) with following form:

Lf (X , P) = −
∑
xi ∈O

1
pi

· (xi − x̂i )
2 +

∑
x j ∈U

1
1 − pj

· (x j − x̂ j )
2

(6)

As reducing the amount of information provided by the con-
structor f for discriminator d is essentially driving the gradient
∂hB/∂ f → 0. Eq.5-6 indicate that this can be achieved by finding
the local minimum or maximum of Lf (X , P) with respect to f . In
both cases, we can achieve ∂hB/∂ f = ∂Lf /∂ f → 0. However, it
can be observed that minimizing Lf (X , P) is not a feasible option,
as it will increase the reconstruction errors (x − x̂)2 for observed
samples and decrease the reconstruction errors for unobserved
samples, which contradicts with the purpose of the reconstructor.
Hence we maximize the Lf (X , P) by introducing an additional loss
term lossW (X , P) = −Lf (X , P) in LA as follows:

lossW (X , P) =
∑
xi ∈O

1
pi

· (xi − x̂i )
2 −

∑
x j ∈U

1
1 − pj

· (x j − x̂ j )
2

(7)

We now obtain the exact form of lossW described in SCL scheme
(Eq.4) under lossB being BCE loss. lossW can be considered as ad-
ditional reweighting loss that complements the original loss term
lossA based on the estimated confidence P from discriminator d .

4.3 Interpretation of SCL
Adding lossW to the original loss term lossA, we can obtain the
complete loss for the main reconstruction task A as:

LA =
∑
xi ∈O

(1 + 1
pi

) · (xi − x̂i )
2 −

∑
x j ∈U

1
1 − pj

· (x j − x̂ j )
2

(8)

This essentially transforms the originalmain task into a cost-sensitive
learning problem [27] by imposing following re-weighting factors
on the squared errors of each element xi as:

Re-weighting factor =
{

1 + 1/pi , xi ∈ O
−1/(1 − pj ), x j ∈ U

(9)

Above re-weighting factors induce very different behaviors on
the reconstruction errors (x − x̂)2 of observed and unobserved en-
tries of X . As pi represents the judgment of the discriminator d
on whether xi is observed or not. For observed entries, the recon-
struction errors are boosted by additional weight of 1/pi . Note that
if discriminator d judges an observed entry xi ∈ O to be unob-
served or unreliable (confidence pi → 0), the reconstruction error
of this entry will get significantly boosted. This forces the recon-
structor f to pay more attention to reconstructing the problematic
observed entries. As unobserved entries x j ∈ U in X are initially
filled with random values, well imputed entires x̂ j ideally should
keep a reasonably large reconstruction error (x j − x̂ j )

2. For unob-
served entries, the discriminator d encourages the reconstructor f
to enlarge the reconstruction error on these entries by a factor of
1/(1 − pj ). Specifically, the more likely an entry x j is considered
reliable by the discriminator (pj → 1), the stronger it forces the
reconstructor to ignore further improvement on imputing x j .
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Figure 4: Detailed ST-SCL model design for our problem

The form of re-weighting factors in Eq.9 are derived with MSE
and BCE losses for lossA and lossB , and д(X , X̂ ) = (X − X̂ )2. SCL
provides a very flexible framework. Different semi-supervised learn-
ing task and discrimination task with other choices of lossA, lossB
and д could also lead to different forms of re-weighting factors. As
the re-weighting factors in Eq.9 can potentially have infinite values,
in practical implementation, we clip the factors to [−10, 10].

5 DETAILED MODEL CONSTRUCTION
Based on the previously developed SCL strategy, we introduce a
spatio-temporal reconstructor and a mask discriminative network
(MDN) as the discriminator to solve the traffic state imputation
problem. We specifically consider and model the spatio-temporal
traffic dynamics and the underlying data dependency imposed by
the road network, detailed model design is presented in Figure 4.

5.1 Spatio-temporal reconstruction
The underlying road network structure could induce a strong cor-
relation for traffic speeds on adjacent roads. To better model the
temporal traffic dynamics pattern as well as the dependency struc-
ture across roads, we design a temporal graph convolutional varia-
tional autoencoder (TG-VAE) as the reconstructor for speed data
reconstruction. TG-VAE is a combination of a Temporal Graph
Convolutional (TGC) network [22] and a Variational Auto-Encoder
(VAE) [9] (see Figure. 4).

In our TGC network, a temporal convolutional layer first applies
1-D convolution filters on the time dimension of the input road
speed dataX and trajectory support S to extract high-level temporal
embeddings YX , YS for each road. A graph convolutional network
(GCN) layer is then used to further capture the structural depen-
dency in the extracted temporal data embeddings according to road
network structure. We use the GCN layer proposed in Defferrard
et al. [3] that considers a spectral convolution on graph defined as
the multiplication of a graph signal Y with a filter Jθ parameterized
by θ in the Fourier domain. In order to enable fast evaluation, We
used the Kth-order polynomial in the Laplacian, which restricts

the GCN to capture the information at maximum K steps away
from the central node (K-localized, K = 2 in our implementation).
The corresponding graph convolutional operator and the lth layer
output of GCN H (l ) given activation function act(·) are as follows:

Jθ (L)Y =
K−1∑
k=0

θkL
kY , H (l+1) = act

( K−1∑
k=0

θkL
kH (l )

)
where L is the normalized graph Laplacian of the road adjacency
matrixA. TGC network play a key role in our TG-VAEmodel design,
which extracts spatio-temporal embeddings of the data and greatly
improves the data reconstruction capability.

In the encoder of TG-VAE, the spatio-temporal embeddings ex-
tracted by TGC networks from the speed data X and trajectory
support S are fused using fully connected (FC) layers. They jointly
generate a latent vector z that roughly follow a Gaussian distribu-
tion N (µ,σ ). Finally, TG-VAE outputs the filled traffic speed data
X̂ using a decoder that is modeled as an FC layer followed by a
TGC network. Based on the SCL strategy in the previous section,
we train the proposed TG-VAE reconstructor by minimizing the
following evidence lower bound (ELBO) objective function:

min
f

LA + λf ·
∑
i
KL[qθ (zi |Xi , Pi )| |N (0, I )] (10)

where LA is the reconstruction loss defined in Eq.8 and λf is
a weight parameter. The KL divergence KL[qθ (zi |Xi , Pi )| |N (0, I )
forces the posterior distribution qθ (zt |Xt , Pt ) approximated by the
encoder of TG-VAE to be similar to the prior distribution N (0, I ).

5.2 Mask discriminative network
The unobserved speeds in the traffic speed data X are initially filled
with random data. They can be considered as anomalies that have
different patterns compared with the normal data, and harder to
reconstruct based on the learned patterns of normal data [16, 32].
Inspired by this observation, we introduce a mask discriminative
network (MDN) as the discriminator d . MDN shares a similar ar-
chitecture as the encoder of the reconstructor, but takes the inputs
of the speed data X and the element-wise squared reconstruction
errors (X − X̂ )2 from the reconstructor. This generates a feature
embedding that is then used to output the final speed confidence
estimates P through a TGC network followed by a sigmoid acti-
vation layer. The training of MDN is achieved by minimizing the
BCE loss LB between the observability maskM and the estimated
speed confidence measures P as discussed in Eq.4.

5.3 Implementation design
In our ST-SCL framework, the data flow is slightly different between
the training stage and the online serving stage (see Figure 5). In

Reconstructor Discriminator Reconstructor Discriminator
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Figure 5: Training and online serving stages in ST-SCL



Table 1: Evaluation results of ST-SCL and the baseline methods for morning and evening peak, flat peak, and night hours

Methods Overall Morning peak Evening peak Flat peak Night hour
MSE RMSE MSE RMSE MSE RMSE MSE RMSE MSE RMSE

GAIN 0.1035 0.3217 0.0993 0.3151 0.0889 0.2982 0.0886 0.2977 0.2095 0.4577
MIWAE 0.1053 0.3245 0.1065 0.3263 0.1114 0.3338 0.1018 0.3191 0.0983 0.3135
MCFlow 0.0751 0.2740 0.0807 0.2841 0.0761 0.2759 0.0726 0.2694 0.0773 0.2780
MF 0.1314 0.3625 0.1326 0.3641 0.1186 0.3444 0.1182 0.3438 0.2295 0.4791

ST-SCL 0.0679 0.2605 0.0740 0.2720 0.0697 0.2640 0.0677 0.2601 0.0617 0.2483

ST-SCL-M 0.0703 0.2651 0.0752 0.2742 0.0718 0.2680 0.0683 0.2613 0.0725 0.2693
ST-SCL-G 0.1518 0.3896 0.1486 0.3854 0.1469 0.3832 0.1511 0.3887 0.1612 0.4014
ST-SCL(-D) 0.0683 0.2613 0.0747 0.2733 0.0704 0.2653 0.0678 0.2603 0.0622 0.2493
ST-SCL(-V) 0.0695 0.2636 0.0754 0.2746 0.0724 0.2691 0.0695 0.2636 0.0631 0.2512

the training stage, the discriminator uses the original traffic speeds
X and the element-wise reconstruction error (X − X̂ )2 from the
reconstructor as inputs (P = d(X , (X − X̂ )2)). The information of
the reconstructed data X̂ and the estimated speed confidence P ofX
are shared between the two models for each gradient update during
training. The training updates of reconstructor and discriminator
are applied simultaneously until both models converge.

While in the online serving stage, the discriminator uses the
reconstructed road speeds X̂ and the element-wise reconstruction
error (X − X̂ )2 from the reconstructor as inputs (P = d(X̂ , (X −

X̂ )2)). This generates the estimated speed confidence P for the
reconstructed road speeds X̂ , which can be used to evaluate the
reliability of both the unobserved and the observed road speeds.

6 EXPERIMENTS
In this section, we present the detailed evaluation of the proposed
ST-SCL framework on a large taxi trajectory dataset and demon-
strate its effectiveness against other competing baselines.

6.1 Datasets
Road network. The road network from the central region of Jinan,
China is used in this study. It comprises 2938 nodes and 4033 edges.
After filtering some low-level road segments (speed limit lower
than 30km/h), we obtain a network with 608 road segments.
GPS trajectories. We use a GPS trajectory dataset generated by
33,851 Jinan taxis over a period of 30 days. The average sampling
rate is 3 seconds per point. We set the time step length as 5 minutes
for our problem. After projecting the trajectories on the road net-
work, we obtain the average missing rate (proportion of unobserved
road segments) for different time periods as shown in Table 2.

Table 2: Partition of time periods and related missing rates

Time period All day Morning peak Evening peak Flat peak Night hour

Time 00:00-24:00 06:00-10:00 10:00-18:00 18:00-20:00 20:00-06:00

Missing rate 37.9% 15.4% 17.1% 27.0% 77.2%

Settings. We partition the traffic speed data into a 28-day training
set and a 2-day testing set for model evaluation. We use the mean
square error (MSE) and root mean square error (RMSE) to evaluate
the performance of the proposed model.

6.2 Baselines
We consider several state-of-the-art imputation approaches and a
few widely used spatio-temporal methods as baselines:
• GAIN. Generative Adversarial Imputation Nets (GAIN) [25] gen-
eralizes the GAN [7] to operate in partially observed data. In
GAIN, the generator’s goal is to accurately impute missing data,
and the discriminator’s goal is to distinguish between observed
and imputed components.

• MIWAE. Mattei et al. [11] consider the problem of handling
missing data with deep latent variable models (DLVMs). It is
based on the importance-weighted autoencoder (IWAE), which
maximizes a potentially tighter lower bound of the log-likelihood.

• MCFlow. Richardson et al. [17] propose MCFlow, a deep frame-
work for imputation that leverages normalizing flow generative
models and Monte-Carlo sampling. It addresses the causality
dilemma that arises when training models with incomplete data
by introducing an iterative learning strategy.

• MF.Matrix factorization [8] decomposes a matrix with missing
values into multiple low-rank matrices to uncover the latent
features in data. The decomposed matrices are multiplied to
obtain a fully filled matrix to impute the missing entities.

• Variants of ST-SCL.We compare multiple variants of ST-SCL
to fully evaluate its performance, including: (1) ST-SCL(-D): we
drop the discriminator component to evaluate the effectiveness
of SCL; (2) ST-SCL(-V): the temporal graph convolution (TGC)
layers are removed to test the impact of spatio-temporal mod-
eling for the traffic data; (3) ST-SCL-M: the reconstructor and
discriminator are learned using the multi-objective optimization
approach as in Eq.2; (4) ST-SCL-G: the reconstructor and dis-
criminator are learned using the generative adversary strategy
as in Eq.3 to validate the performance of SCL.

6.3 Evaluation
Imputation accuracy. We compared our model with baselines
in four representative time periods (see Table 2 for time periods
partition) of a day to demonstrate the performance of traffic state
imputation in different situations. To make a fair comparison, we
present in Table 1 the best performance of each method under
fine-tuned parameter settings. ST-SCL achieves superior perfor-
mance over all baselines in both peak and off-peak time periods,



with improvements of at least 5% to 10% on RMSE and MSE. More-
over, although more dynamic traffic patterns and diverse driving
behaviors during rush hours cause large variance in traffic speeds,
ST-SCL still maintains an RMSE of approximately 30% lower than
the baselines. These results suggest that ST-SCL is effective and
robust, especially in complex spatio-temporal scenarios.

The data sparsity issue during night hours poses great challenge
of accurate imputation for most baseline methods. MF performs
badly at almost all time periods because of its limited capability to
handle sparse data and poor generalization ability. As the learning
of the generator in GAN relies on the gradient backpropagation
of the discriminator’s loss function, the performance of GAIN is
heavily impacted by the capability of its discriminator. The data
at nighttime can be overly sparse for the discriminator to make
correct judgement, which results in low imputation accuracy for
GAIN in these time periods. MCFlow and MIWAE use probability
density modeling to enhance the robustness of the model. However,
it is still difficult to capture the correct data distribution under very
unbalanced and sparse data regions. The proposed ST-SCL provides
better expressiveness as well as additional explanatory information
to differentiate the relative importance of learning on different data
samples, which results in superior performance.

To further investigate the effectiveness of ST-SCL, we compare
the performance of ST-SCL with its variants in Table 1. It is ob-
served that the accuracy of ST-SCL(-D) is lower than that of ST-SCL
due to the lack of useful information provided by the discriminator.
ST-SCL-M jointly models the reconstruction and discriminating
tasks, which weakens the accuracy of the reconstruction task due to
potential contradictions of the two tasks in certain settings. ST-SCL-
G models the two tasks in an adversarial learning setting similar
to GAN. However, optimizing the reconstruction task through the
discriminator loses the useful reconstruction loss information and
leads to inferior imputation performance. Finally, from the com-
parison of ST-SCL and ST-SCL(-V), we observe that modeling the
spatio-temporal correlation in the data also plays an important role
in improving the model performance.
Robustness under different missing rates. To further evaluate
the robustness of ST-SCL, we selected three baselines (MCFlow,
MIWAE, GAIN) and two variants (ST-SCL-M, ST-STL-(D)) that
perform well in previous evaluation for comparison. By randomly
replacing some of the original data with random noise, we gradually
increased the missing rate of the dataset from 40% (original missing
rate 37.9%) to 70%. The results are shown in Figure 6.

Figure 6(a) shows that most of the baselines have unsatisfactory
performance under increased missing rates. The Monte-Carlo based
generative properties in MCFlow allows it to maintain relatively
stable accuracy at missing rates below 70%, but the imputation
error rises sharply when the missing rate reaches 70%. In terms
of the variants, due to explicitly modeling of the spatial-temporal
dependence in data, their imputation errors increase slowly when
missing rates below 70%. However, when the missing rate reaches
70%, the error of the variants increase as sharply as the baseline
methods. The comparison against ST-SCL-G is not included as its
imputation error is more than twice that of ST-SCL at different
missing rate. ST-SCL performs cost-sensitive learning for different

(a) The performance of ST-SCL and baselines under different missing rate

(b) The performance of ST-SCL and its variants under different missing rate
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Figure 6: The performance under different missing rate

data samples, which lead to more stable and accurate imputation
performance under different missing rates.
Interpretability of the ST-SCL. It is well-known that when the
number of trajectories covering a road is limited, the sampled speeds
will be unreliable and may deviate from historical averages. To val-
idate this property, we plot the original speeds in data and the
corresponding historical mean values under different number of
trajectories supports s . Figure 7(a)(I) shows the case that only one
trajectory covering a road (s = 1, low confidence), the original
speeds deviate significantly from the historical means. While Fig-
ure 7(a)(II) shows that the original speeds on roads with higher
trajectory support (s > 2, high confidence) are more similar to their
historical means. Figures 7(a)(III), (IV) show the reconstruction re-
sults of ST-SCL with different imputation confidence levels p. For
road speeds with p > 0.5, the reconstructed speeds are very similar
to historical averages as well as the pattern in 7(a)(II). For road
speeds with p < 0.5, ST-SCL corrects the original noisy speeds and
provides reconstructed values that are closer to historical means.

Meanwhile, to evaluate the judgement of the discriminator, we
analyze the trajectory supports of road speeds with p < 0.5. In Fig-
ure 7(b), most road speeds with low confidence (p < 0.5) identified
by the discriminator are not covered by any trajectory. A number
of road speeds covered by 1-2 trajectories are also identified as
low confidence samples due to unreliable speed data. Besides, from
the subplot in Figure 7(b), we see that the road speeds covered by
limited trajectories differ greatly from their historical mean. This
also indicates the unreliability of speeds on these roads. These anal-
yses demonstrate the effectiveness of the discriminator in judging
missing and unreliable data.



(a) Heatmap of normalized historical average and original/reconstructed speeds

(b) Analysis on trajectory supports of road speeds with p < 0.5

Figure 7: Relationships of normalized historical average
and original/reconstructed speeds under different trajectory
supports and confidence levels.

Case study. A real-world example is visualized in Figure 8, show-
ing the speed imputation results in a small region of Jinan at 21:00.
Figure 8(a) and (b) show the historical mean speeds and the actual
observed speeds in data respectively. The speeds of road A, B and
C marked in Figure 8(b) are very different from those in Figure 8(a).
Based on the distinct traffic pattern compared with neighboring
roads and the historical average pattern, it is highly possible that
these are unreliable speed records caused by sampling bias or pecu-
liar driving behavior. These unreliable speed data will have great
impact on common transportation applications.

ST-SCL corrects these unreliable original road speeds, as shown
in Figure 8(c). The corrected speeds on roads A and B are more
reasonable and have smoother transitions from their adjacent roads.
Furthermore, since the length of road C is very short, the speed
calculation from trajectories can be unstable, which could result
in unreasonable high speeds in both observed and historical mean
values. Therefore, ST-SCL gives low confidence for the imputed
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Figure 8: Comparison among historical average, original,
and estimated speeds in Jinan at 2017/09/02 21:00.

speed on road C. Comparing Figure 8(c) and (b), ST-SCL provides re-
liable imputations for the unobserved roads based on the historical
pattern and the speeds on adjacent roads. The imputation confi-
dence from ST-SCL also serves as valuable additional information,
which could greatly facilitate building more intelligent and robust
transportation applications.

7 RELATEDWORK
Network-wide traffic state estimation. There are lots of existing
works on inferring network-wide traffic states based on various
sources of urban sensor data, such as loop detector data [1, 13] and
GPS trajectories [20, 21, 24, 28–30]. Many recent studies [20, 22, 31]
use graph embeddings or deep graph convolutional networks to
model the spatio-temporal dependencies in data for network-wide
traffic state estimation . Yi et al. [24] propose a multi-head self-
attention based neural network model using trajectory data to
infer network-wide traffic speed. Due to data sparsity issue, the
temporal resolution of most previous works are around 30 mins
to 60 mins, which is too long for fast-changing traffic dynamics
in real-world applications. Compared to these works, ST-SCL can
adapt to different missing rates of data in a short time slot owing
to the SCL strategy, which also allows more robust estimation.
Missing data imputation.Missing data imputation has been stud-
ied extensively in the past decades [4, 12, 23]. Most missing data
imputation methods [10, 17, 19, 25] focus on building a unified



model to infer missing data. As the temporal structure in data are
not explicitly captured in these methods, they typically do not
provide satisfactory performance for urban data imputation tasks.
Some time-series imputation methods are proposed to address this
issue, including imitative non-autoregressive model for trajectory
imputation [14], using a VAE architecture with Gaussian process to
capture temporal dynamics for multivariate time-series imputation
[6], and combining long-term temporal dependencies with the rep-
resentative missing patterns [2]. Nevertheless, some of them are
only suitable for single-feature data imputation [5, 14], which are
not applicable to model complex spatio-temporal scenarios. In our
work, we focus on the network-wide traffic state imputation prob-
lem and introduce explicit modeling of the complex spatio-temporal
dependencies in data, which provide better model expressiveness
and imputation performance.

8 CONCLUSION
In this paper, we propose the ST-SCL framework to solve the
network-wide traffic state imputation problem with partially ob-
served, noisy input data from vehicle trajectories. We introduce
a novel self-interested coalitional learning (SCL) scheme that can
boost the performance of a variety of semi-supervised learning prob-
lems by cooperating with an additional discriminator. In our traffic
speed imputation problem, ST-SCL leverages a deep learning-based
reconstructor to solve the main traffic speed imputation task and a
mask discriminative network to facilitate main task learning while
providing interpretable confidence measures on the results. The
proposed framework incorporates the unique characteristics of the
spatio-temporal traffic speed imputation problem while providing
robust and interpretable results. The framework is evaluated using
a large GPS trajectory dataset from taxis. Extensive experiments
against the state-of-the-art baselines demonstrate the effectiveness
and robustness of our approach.
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